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Abstract

E-Learning is the emerging research area for scientific knowledge management.

E-Learning has been recognized as multibillion industry recently. To identify the

relevant resource at the right time is very important factor for E-Learners. There

is a lot of literature available about recommendation in E-Learning like recom-

mending books and papers etc. but these recommendations some time not fulfill

the individual needs of user. It establishes the need of specialized system in which

help is provided to the E-Learners from some growing trends related to their task

at hand from the social media.

Twitter is fast growing social media. Millions of tweets are shared on daily basis.

Users post, answer questions and share ideas and resources and work to each other.

This thesis has identified that very limited efforts have been made to identify

relevant tweets form Twitter for E-Learners. From the recent state-of-the-art,

research gap has been identified and worked on in this thesis. It has been iden-

tified that the state-of-the-art has identified relevant tweets from Twitter using

the similarity scores. However, no one has used the dis-similarity scores and sub-

sequences of title and tweet to identify the relevant tweets. Therefore, this thesis

has proposed a novel formula which includes not only the similarity between the

paper title and tweet, instead the following parameters have been proposed, im-

plemented, and evaluated as well such as: (1) calculation of dis-similarity scores

and (2) calculation of subsequence matching and giving more weights to the higher

order n-grams for computation. The proposed formula has been compared with

the standard approaches such as: Cosine and Jaccard. Furthermore, the proposed

formula has been evaluated using standard evaluation parameters such as: Preci-

sion, Recall, and F-Measure. The proposed formula has overall outperformed all

approaches and in some of the cases has better precision and comparable recall

with the compared approaches.
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Chapter 1

Introduction

This chapter gives the overview and motivation of my research area. Furthermore,

this chapter elaborates the scope of the work followed by the problem statement.

Afterwards research questions are formulated and explained. Subsequently, the

applications and implications of my research work and contributions are presented.

Important definitions and abbreviations are also discussed in this chapter. Finally,

organization of thesis has been outlined at the end of this chapter.

1.1 Overview

The aim of this research is to recommend relevant tweets to learners according

to the research papers they are reading. A large number of research papers are

published each year [1] and millions of tweets are posted daily on twitter [2].

There is a huge amount of learning material available on digital libraries and

citation indexes. When users are reading them, there is large number of tweets

shared by the twitter’s users related to those research topics [3]. The objective

of this thesis is to present the relevant tweets to the user based on user’s current

context, history and profile. E-learning is referred to as a learning tool that is not

limited to a physical classroom environment. Different social networks are used

for recommendation in E-Learning like Facebook, twitter, YouTube etc. Twitter

1
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has an opportunity to share different learning material in precise and short text.

Therefore we use tweets from in our work. It recommends the most relevant tweets

to learners.

1.2 Motivation/Thesis Objective

1.2.1 Motivation

E-Learning is a multibillion industry has been estimated through the market value

of E-Learning [4]. Current worth of E-learning is $187.77 billion in the year of 2020

and it is expected to be reached $319.167 billion in 20251. So E-Learning market is

expecting significant growth opportunities in the next five years. This means that

organizations are putting a lot of investments for the E-Learning environment and

facilitates the E-Learners and motivation of my research is further emphasized and

has increased in the current time in which COVID-19 has spread everywhere and

people are restricted in houses due to lockdowns. It is expected to further increase

the demand for E-Learning platform therefore, online education has been adapted

at least temporally by almost all universities worldwide even schools, colleges and

universities [5].

1.2.2 The Scope of the Thesis

The scope of thesis is to evaluate the available techniques using benchmark dataset

of tweets using paper’s metadata. Furthermore, the innovative formula to compute

the similarity will be developed. The developed formula can find out the most

relevant tweets according to the focused research paper. We compare proposed

technique’s results with already available techniques of similarity like Cosine and

Jaccard and evaluate which technique is calculating best result.

1http://www.reuters.com
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We also compare our results with technique of lexical and find out which technique

work best.

1.2.3 Problem Statement

The state-of-the-art research has used only the similarity based approaches to

gauge the relevance between paper and tweets. Those approaches have missed

two important considerations [6].

1. Computation of dissimilarities between metadata of paper and tweet.

2. Calculating the similarity between metadata of paper and tweets using the

sub-sequences.

1.2.4 Research Questions

1.2.4.1 Research Question 1

What is the best approach to find the relevance between research paper and tweet

from the state-of-the-art approaches?

1.2.4.2 Research Question 2

What will be the effect if we compute relevance between paper title and tweets

based on sequence of words by incorporating the dissimilarity score?

1.2.5 Application of Proposed Approach

Individual learning

Specialized system delivers the appropriate content at the right time to support

individual learning. Such a system can help learners in their perspective domain
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learning and can assist them according to their particular needs, context, profiles,

history and collaboration.

a. LMS

Our technique can be used in general LMS like Moodle etc. that can make the

LMS more efficient.

b. Digital Library

This system can be used in digital Library.

c. Citation Index

This technique can be used in citation index

d. Search Engines

Search engines can use this technique to recommend most relevant material to

users

1.2.6 Organization of the Thesis

First chapter describes the overview of system with scope, motivation and problem

statement.

Chapter 2 provides the overview of the Literature. It illustrates recommender sys-

tem can help the E-Learner to find the relevant knowledge from a social network.

Chapter 3 covers the methodology which answers the raised research questions

described in first chapter.
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Chapter 4 presents extensive experimentation and evaluation of proposed tech-

nique.

Chapter 5 concludes the research along with the future work.



Chapter 2

Literature Review

This chapter discusses the research work based on existing research on E-Learning

system and different recommendation systems for E-Learners. This chapter focuses

on the critical review of the state-of-the-art approaches. We have divided this

chapter in following sections. Section 2.1 shows the overview of E-Leaning system.

Section 2.2 shows overview of recommendation systems. Section 2.3 demonstrates

limitations of traditional E-Learning system. Section 2.4 shows recommendation

approaches and 2.5 shows critical analysis of the state-of-the-art approaches.

2.1 Overview of E-Learning Systems

A learning system is based on formal education but with the help of electronic

resources like CD/DVD known is E-Learning. E-learning is treated as alternative

to classroom learning. E-Learning is not restricted to physical presence in and out

of the classroom. It provides the facility to accessing the educational material at

anytime and anywhere in the world using computer and internet and any helping

device [7].

Many researchers have recommended and praised E-Learning as a very useful tool

for distance learning, to minimize number of students or lectures going to their

institutions from different homes [8, 9].

6
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Different E-Learning software like blackboard, Moodle and WebCT are available

around the world2. Thousands of academics center like universities and colleges

using these software.200 above universities have been used E-Learning system [10].

The basic features that are common to all of these web-based learning systems are

summarized in the section below.

2.1.1 Course Management and Design

It gives the facility to instructor of management of course material and student

activities in the course. Instructor can easily schedule their upcoming events and

announcements.

2.1.2 Performance Evaluation and Feedback

It provides the facility of performance evaluation of students through conduct of

quizzes and online tests. Results show the performance of students. Teacher’s

comments, remarks and explanation have a great importance for performance

evaluation. These are incorporated through the feedback procedure.

2.1.3 Interactive Communication

It provides tools for communication and interaction between students and instruc-

tor. Students and instructor can communicate easily even distance is long.

2.1.4 Course Evaluation

Course evaluation is done through students. It helps to improve the course delivery.

And course evaluation is a paper or electronic questionnaire, which requires a

written or selected response answer to a series of question.

2http://E-Learningindutry.com/top-10-E-Learning-staticis-for-2014-you-need-to-know
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2.2 Overview of Recommendation System

Recommender system can be considered as a black box. Input is given to the black

box in the form of user profile and then matches it against the candidate set to

suggest unseen items [11]. These unseen items are considered the most relevant

recommendation for the user.

2.2.1 Recommendation in E-Learning

The E-learning recommendation system helps learner to choose alternatives with-

out personal experience and this is especially important in times of information

is blowing up. The web-based learning environment is being used extensively in

education. Educational resources have been increased through this situation. Ser-

vices were permanently integrated into the systems and diversified among learners

to utilize and access to this educational material. However, in general this educa-

tional material is provided to all learners in a way that focuses on the styles used in

different ways or the differences between their profiles and individual needs. That

reason made the personalization mandatory in the E-learning and not considered

as option [12].

Recommendation appropriate links an example of adaptive navigation support

technology. Recommender system of E-Learning is used to find relevant items

that are according to the already available learner. These Learner’s profile and in-

terest used for recommendation. Because these learners are consider good learners

according to their score in learning material [13].

Recommendation in E-Learning helps the student to increase their performance.

Kl Gauth work shows that recommender system in E-Learning increased the per-

formance of students. E-Learning’s Recommender systems are based on good

learners. It can help improve student performance. In E-Learning recommender

system, aims to address this issue by incorporating good learners ranking strategy

to guide students through study materials that are highly recommended by the
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best students in an effort to enhance their learning performance. Content-based

filtering approach applied to ascertain that learning material that is recommended

remains within the current learning task or not. Best students are represented by

term used “Good leaners”. Describe good leaners as student who scored more

than 80% in the conducted research experiment. The result shows that student

performance has increased through the recommendation system [14].

Personalized learning occurs when the E-Learning system makes a conscious effort

to design educational experiences tailored to the needs, goals, qualification and

interests of learners. Author describes a system name “Protus” which is recom-

mendation base module of the programming tutoring system. This system adapts

automatically user interest and knowledge level. Recommendation is based on

Collaborative filtering approach. This recommendation improves the quality of

E-Learning [15].

2.2.2 Recommendation Through Social Media

Social media has gain a lot of success in recent years. Millions of users are visiting

different sites like Facebook, Twitter etc. These sites rely primarily on their users

for creating content, interpreting other’s people content using Tags and comments;

to establish online relationship and join communities that are working online.

There is a lot of data about the emergence of social networks and their users that

makes them an important source of personal information about the users of the

recommender system. Various social media used in recommendation system like

Facebook, Twitter, and YouTube etc.

Recommendations in social media are based on two items peoples and Tags. In-

formation about the relationship people, tags and items is collected from various

ways with in the enterprise. These collective relationships are used in the system

for recommend items that are related to people and tags according to user. Ido

Guy evaluates the recommender system through user study and results shows that

Tag-based recommender system is better than people-based [16].
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As stated by Berkovici, social media is considered as big source of entertainment.

Social media can have a great impact in education therefore recently, after high-

lighting the scientific community in a traditional perspective; higher learning or

education is fetching attention to the use of social media in education [17].

Anderson outlines some of conditions about usage of social media that can help

in lead to learning about active collaboration in higher education [18].

It is obvious that students also use social media a lot to learn the Quran and Ha-

dith. Students can share and exchange information with their fellows using these

platforms. This work was to explore the effects of a number of factors on collab-

orative learning and student satisfaction that led to better learner performance

[19].

Recommendation system usually aims to predict the classification or relevance of

items that no user has seen, and consider items to be the best fit for an active

user. Author investigate the effectiveness of existing data from the social media

for the process of recommendation specially Facebook. Extract published content

from the Facebook about their personal pages favorite items and preferences in

the recommendation domain and statistics about other domain preferences that

allow cross-domain recommendation. Data is examined that is related to recom-

mendation domain and 44 other domains. Information can then be collaboratively

aggregated as input recommender system during the calculation of similarity and

prediction phase. This is for the new user when no ratings are available. Data

obtained from Facebook can also strengthen board ranking data to improve the

performance of recommender system [20].

2.2.3 Why Twitter-based E-Learning is Necessary

Twitter is a US micro blogging and social networking service where user interacts

and post tweets. In twitter, per month 320 users are active and 500 million tweets

are sent daily. Users send message to each other up to a limit of 140 characters.

People post and answer questions, share ideas and resources and work to each



Literature Review 11

other on different issues. Twitter is more interactive social media than Facebook

among public specially students and teachers to give fast way to share information

[21].

In normal LMS, before making a query has to log in and search a suitable blog

and wait to reply. So, the level of interest may decrease during this time. Twitter

character demarcation is focused on the questioner so the question and queries

are exact and accurate. In the same way, the learner gets the exact answer to

his question. Author work to find out the trends in smart learning by using the

research papers that investigated by search sites since 2007. Experiments had

conducted to find out the effectiveness of twitter in education. Author compared

the traditional methods of learning to the twitter base learning methods [22].

Experiments have been conducted to show the student’s performance after using

the twitter. The results indicate that after using the twitter students got better

grades than those who did not use twitter [23].

Author discussed about effectiveness of twitter in learning point of view like learn

English in a foreign course. Analyzed tweets of Japanese’s students and found

that students were continuously active to using twitter for attending course [24].

Junco et al make two different classes and distributed students in both classes.

Experiment conducted to check the impact of learning. So in one class twitter

use was mandatory and in second, twitter use was optional. Result indicated that

twitter usage had a great impact on learning [25].

Kassens did a study to visualize the role of twitter instead of learning of class.

Kassens proves that in the exam condition student remember better contents if

they receive daily tweet related to their content [26].

An experimental study was conducted to gauge the impact of twitter on the learn-

ing. The result of twitter’s use shows that it provides a useful tool for collaboration

and sharing information with students. Students who were activity tweeting had

a better performance grades than who did not utilize twitter [27].
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Author analyzed positive association of university students and faculty with twit-

ter. The participation of students in university activities was encouraging [28].

Furthermore, author conducted the user case study and results show that twitter

has a positive effect on user learning, teaching environment and experience of stu-

dents. Results also show that before the start of course, many students had interest

toward Facebook about 79% and only 57% were utilizing twitter. This proves that

the student is already looking for a helpful tool in their learning environment, such

as social network like twitter [29].

2.2.4 Twitter Usage as Recommendation System

There is a huge collection of news reading sources around the world but online

reading news has become an interesting and famous way for the people. Users

want to read news articles according to their interest but there is a lot of flood of

articles and news. Recommender system use to help the users to find out news ac-

cording to user’s interest. Twitter use in research to developing the recommender

system based on personalized articles and news. Twitter is use in ranking of news

articles according to the public tweets timeline. Furthermore, users create profiles

according to their interest and news articles are categorize based on user’s profile

match. Hybrid (combination of content and collaboration approaches) recom-

mender system has been developed that suggest news to the user that is relevant

and interesting according to the user view [30].

User generated a lot of contents on Twitter platform according to their interest

or profile. Twitter has no restriction to anyone for posting the contents. There-

fore any one can post tweets on the twitter platform and language utilization is

creative. As a result, growing number of tweets are awaiting complete analysis

on Twitter. In particular, in the event of catastrophe, there is an urgent need for

a solution to detect accurate and complete information. Usage supports relevant

tweet submission analysis. The sheer volume of contents that is generated by user

makes it difficult to find relevant content and information. Therefore, the key is

to make it easier to extract psychological, semantic and syntactic features in form
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of terms. This shows that there are benefits to handling key terms violation sepa-

rately like disaster investigator are able to effectively detect irrelevant and relevant

information [31].

Web mining is used with twitter as knowledge discovery in tweets and clarifying

the application of methods using the title of physical activity. Two methods are

described structure mining and content mining. In structure mining structure

like (meso, micro and macro) are discovered after utilization of analysis of social

network. In content mining sentiments and n-gram based analysis used to discover

tweet related content. Twitter is used to get the opinion of public. These methods

are helpful to get understanding about physical activity and may be utilizing to

mine social media to solve the purposes that are related to health [32].

2.2.5 Twitter-based Recommendation in E-Learning

Today learners have the ability to use powerful social networking tools like twitter

where learners can freely create and distribute content. Therefore, the “Digital

Native” learners get a common LMS structure complex and boring. The research

class is active in making the learning experience more effective in relation to the

individual needs of the learners. Recommender system based on semantics is used

for E-Learners that facilitate the E-Learners with effective E-Learning. Tweets

that are relevant to the learners are recommended [6].

2.3 Limitation of Traditional E-Learning System

In traditional E-Learning system, learner’s individual needs are not catered. It

only considered as course management system to deliver course content according

to instructor [33]. As a result, critics have questioned the effectiveness of the E-

Learning system and provide alternative to class learning experience [34]. These

are disadvantages of E-Learning systems. It requires strong self-motivated and

time management skills.
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2.4 Recommendation Approaches for E-Learners

The establishment of novel technologies has driven some new and innovative ap-

proaches in web-based education. Online courses do not meet the individual needs

of the learners. They only work according to the static solution of queries. It is

a challenge of management system of E-Learning that to recommend relevant

content or information to the E-Learners. Relevant content recommendation can

fulfill the individual needs of the learners.

Web-based learning provides the facility to store the learner’s patterns of learning

in large data set. Data mining techniques can be helpful for creating personalized

learning profile [35]. It aims to provide personalized learning task and activi-

ties tailored to individual learning needs and consequently to improve the overall

learning experience.

Activities and tasks that are related to already complete task by learners or their

peers are recommended to the learners. Recommended system gives a best en-

vironment for personalized learning to the learners. Web has a great bundle of

resources so recommender system recommends interesting and relevant contents

to learners. Recommendation may be based on history (resources of learners that

were previously viewed and selected) that is utilized by learners or the other learn-

ers preference and rating. To avoid the pitfall of one technique, combinations of

different techniques are used. Suggestion can be in any form like webpage, task

and tutorial.

LMS like WebCT and blackboard are not such an intelligent LMS because do not

provide best and intelligent learning environment. These LMS has also deficiency

of dynamic and personalized learning. In this case the researchers have begun

questions about functionality of traditional E-Learning system [36].

The following portion discussed the pros and cons of approaches and also discussed

about challenges task that will be beneficial for researchers as future task. And it

will able to work in different research areas of these recommendation approaches

to recommend the relevant material.
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Figure 2.1: Recommendation Approaches

2.4.1 Content-based Filtering Approach

Content base approaches contain the textual information so in recommendation

system content base filtering technique is useful to recommend content to the

learners for example articles, URLs etc [37]. The learners are recommended new

and interesting learning objects so that they can learn the characteristics of the

learner’s object to meet the object learner’s characteristics. Information about

user preferences and needs are represented by user profile and it can be obtained

through questionnaires and surveys or secular information.

The preferential learner pattern is created by extracting information about the

learning object and the learner profile feature.

By applying the TF-IDF weighting method, content similarities are usually es-

timated using vector space models. Object of learning and learner’s profile are
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represented by weighted term vector. In proposed Content-based systems, un-

like statistical data where information has a distinct value, object information is

represented in text form.

2.4.2 Collaborative Filtering Approach

David Goldberg et al invented the term Collaborative filtering (CF). In the pro-

cess of retrieving information, influence of human can play an important role and

author was inspired with this knowledge [38]. The technique of collaborative filter-

ing makes recommendation based on analyzing user rating matrix or usage history

items.

The basic concept of CF is that if a user F implemented in a similar rating of

any set A and B, they should be identical to the classification of other items [39].

To make accurate predictions and recommendation, a vast dataset of user rating

datasets is required.

The CF model creates model based on training data and provides data services

predicted rate of new items. This procedure is implementing various techniques

from data mining and machine learning.

CF techniques are divided in to methods that are memory and model based [40].

The K nearest neighbor (KNN) is the most widely used algorithm in the memory

based CF modes [41].

2.4.3 Hybrid-based Model

The hybrid approach combines the two or more techniques to overcome the limi-

tation of a technique. Chen et al work has an example of hybrid model in which

collaborative approach combined with content filtering approaches [42].
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2.4.4 Trust-based Model

Recommendation system of E-Learning is different from traditional recommender

system. Learners that have more experienced can give better recommendation

than less experienced learners [43].

A trust base recommendation system assigns a level of trust based on the user’s

ability to interact with the system [44].

Another model that is trust base which give an association between already avail-

able knowledge through similarities and common values necessary to establish

trust [45].

Most experienced and reliable learners are two levels that are suggested by Dwivedi

[46]. These levels are used for filtering the resources of learning recommendation.

Author has conducted experiments and result shows that experience and trust

can play an important role in correctness of recommendations. It proves that

collaborative filtering work better than traditional collaborative filtering [47].

2.4.5 Semantic Model

A semantic base model can give different benefits in personalized suggestion sys-

tem. The interest of learners dynamically expressed in specific domain [48]. Se-

mantics could be beneficial in the process of personalization so recommender of

next generation should consider it and social media [49]. Semantic web offers bet-

ter possibilities for improving metadata related to learning content. E-Learning

methods that already exist can be expanding through this [50].

Semantic web provides better prospects to improve the metadata associated with

learning content. It also offers an excellent opportunity to expand the existing

ELearning methods.
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The goal is to keep the learning content independent of a particular content

provider technology. This will enable new and innovative learning experiences

through existing learning objects.

2.5 Critical Analysis

The overview of these techniques are describe below:

Table 2.1: Critical Analysis of existing Recommendation techniques in litera-
ture

Author Dataset Model/strategies Limitation

Kl Gauth

et al, 2010

Good learners who

got score 80% or

above in learning

material their rating

and method treated

as benchmark

Content base filtering

approach with cosine

similarity

Not effective in

word sense dis-

ambiguation

Nirmal et

al,2013

280 RSS news arti-

cles 202,224 tweets

Hybrid(content and

collaborative filtering)

Recommendation

model with cosine

similarity to recom-

mend news based on

user interest rather

than presenting whole

articles in order of

their occurrence

Not effective

processing of

queries that

are written in

natural language

B Shapira

et al, 2013

Collected explicit

user rating on 170

popular movies

Collaborative filtering

recommendation tech-

nique

Apply sim-

ple heuristic

procedure for

extraction of

data
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A Magnu-

son et al,

2015

Collect event organi-

zation site and their

related tweets

Item base collabora-

tive filtering use to

recommend event us-

ing tweets

Does not consid-

ered the impor-

tance of dissim-

ilarity and dis-

tance based on

sub-sequence

Khalid et

al, 2017

100351 research pa-

pers

Collaborative filtering

approach

Does not cal-

culate distance

based of sub-

sequence

X Zhao et

al, 2018

9,136,976 items Deep recommender

system (DEERS)

model with cosine

similarity

Does not consid-

ered the impor-

tance of dissimi-

larity

S Manoha-

ran et al,

2019

25 users search his-

tory

MFIS (Mamdani

fuzzy inference sys-

tem) with content

base approach

Use small

dataset

Zeinab et

al, 2020

2856 Tweets and 567

articles

Collaborative filtering

approach

Use only similar-

ity score for cal-

culate relevance

Z xu et al,

2020

1843 users, 3508 tags Semantic model Require exact

matching be-

tween a query

term and ontol-

ogy concept

Different approaches have been used for recommendations in literature. We studied

these approaches and analyzed the approaches for the critical review.
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After the comprehensive analysis of state-of-the-art approaches, only similarity

techniques between the content has been used to compute the relevance for rec-

ommendation. None of the contemporary approaches have computed relevance

between content based on dissimilarity and have not calculated sub-sequences

lengths. These measures may compute best relevance between titles of research

papers and tweet. Such important scenarios have been explained below:

2.5.1 Why important to calculate dissimilarity?

Let’s have a scenario in which we will demonstrate that calculating the dissimilarity

could be also useful for measuring the overall similarity between paper title and

tweet title considering the following example. Here we have a paper whose title is

written and two tweets which are relevant to that paper are described below. We

have highlighted words in paper title and also highlighted words in both tweets

that are similar with paper title.

• Paper Title: Information and pattern discovery on the World Wide Web

• Tweet 1: World Wide Web is big resource of pattern discovery

• Tweet 2: Information is important source of knowledge discovery and pat-

tern reorganization in world wide web

In above example, Tweet 1 is more relevant to paper title because it is actually

describing about paper tile and tweet 2 is not as much relevant to paper title as

Tweet 1 is. However, when we calculated similarity, tweet 2 is ranked higher than

tweet 1 because in tweet 2 “6” words are matching with paper title words and in

tweet 1 “5” words are matched. But according to dis-similarity, tweet 1 is ranked

higher than tweet 2. So it is evident that dis-similarity could be another important

individual measure that can be applied along with the calculation of similarity for

comprehensively calculating the relevance between paper title and tweet.
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2.5.2 Why important to calculate distance base on sub-

sequence?

Here we have another scenario in which we will calculate the relevance between

content using the sub-sequence measure. This measure could be useful to calculate

best relevance between paper title and tweet. Here we also take one paper title

and two tweets and calculate relevance which tweet is related to paper title.

• Paper Title: Feature weighting in Content based recommendation system

using social network analysis

• Tweet 1: Attributes used for content based recommendation are assign

feature weighting depending on their importance to users.

• Tweet 2: Social network analysis has a great impact to get information

about any topic and content. Also assign weighting according to comment

and interest. Different features used for this purpose.

We can see in above example, the manual inspection reveals that tweet 1 is describ-

ing about paper title but if we calculated similarity then tweet 2 will be ranked

high than tweet 1 because in tweet 2 “6” words are matched with paper title and

in tweet 1, only 5 words are matched. However, if we take sub-sequences, then

tweet 1 is ranked higher than tweet 1 .In tweet 1, two sub-sequences are matched

with paper title and in tweet 2, one subsequence is matched with paper title. The

remaining highlighted words are single matched to paper title. The point we want

to make here is that calculating the relevance between paper title and tweet, it’s

better to compute the similarity based on subsequences. The matching of bigger

subsequence might mean more relevance. Therefore, it’s important to thoroughly

explore the subsequences for calculating the relevance between paper title and

tweets.

Both of the above considerations have been exploited in this thesis. This the-

sis has introduced a novel formula which has incorporated the dissimilarity and

subsequences.



Chapter 3

Research Methodology

Research study in the previous chapters shows that researchers have proposed rec-

ommender systems that are based on similarity. They do not calculate dissimilar-

ity and sequence of words for recommender systems. Similarity base recommender

systems give relevance but some time they do not give precise results. Therefore,

these two factors (dissimilarity and sequence of words) should also consider im-

portant to calculate relevance. This thesis focuses to calculate relevance based on

dissimilarity and sequences of words to retrieve most relevant tweet according to

the paper that can be recommended to the learners.

In this chapter, we have discussed the detailed methodology of proposed system.

In our proposed approach, similarity as well as dissimilarity and sequence of words

have been utilized to find most relevant tweet. Furthermore, the results have been

verified using a dataset that contain research paper metadata and tweets. The

standard evaluation measures (Precision, recall and F-measure) have been used

to check the accuracy of model. The contemporary similarity techniques (Cosine

and Jaccard) have been used to compare the results. Furthermore, the proposed

formula has been compared with the State-of-the-art approach presented recently

by [6]. The detail of the each part of our proposed system is given below.

22
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Figure 3.1: Framework Proposed work
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3.1 Gold Standard Dataset

We required the dataset which could fulfill the following characteristics: (1) we

need research paper that should be belonging to different topics. (2) Tweets should

be selected for each paper based on user’s profile, history and context of user. For-

tunately, we were able to find such the dataset from [6]. This dataset contains

220 research papers selected from ACM diversified topics. Furthermore, for each

paper Sharif et al performed a unique user study. In this study, each user was

given a paper (which formed the context, history and profile). Participants of

the user study was asked to select suitable tweets from twitter. For each research

paper users have selected suitable tweets that range from 4 to 22. In this man-

ner they were able to gather 2957 tweets. For each paper selected the relevant

tweets formed the Gold standard. For any of the implemented technique (Cosine,

Jaccard, Proposed formula and Sharif et al approach) the Gold standard acted as

relevant tweets and all other tweets were considered noise.

Figure 3.2: Gold Set
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3.2 Input for Tweet Ranking

The proposed technique provided two different types of input namely, paper meta-

data and tweets. Metadata of paper consists of the title of the research paper. In

addition to metadata, a complete set of tweets will also be provided.

3.3 Preprocessing

A set of preprocessing steps will be performed to clear extracted data. Let’s

describe all steps in detail.

3.3.1 Stop Word Removal

In English, there are several words that are called stop words (for example the,

is, a, which, at, in etc.) because they have no meaning. These words are common

but meaningless. These words are used to combine words that do not participate

in the content of the text document. These words are found almost in every text

and often found in the title and tweets. Therefore, it is important to remove them

to get the unique words. In the stop word removal step, these stop words will be

removed from the text data by matching through available list of stop words. We

used the dataset on the base of standard list of rainbow statistical text.

3.3.2 Punctuation Removal

Punctuations are characters such as full stop, comma and brackets. These words

are used to separate words and clarify the meaning of sentence. Punctuation will

be removed to clean the data.

3.3.3 Tokenization

Text is a collection of sequence of word and symbols. Most of the time, before

any text processing, the text needs to be sorted into pieces for example number,

alphanumeric, words etc. this process is called tokenization.
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3.3.4 Stemming

Stemming helps to convert a word to their root word, for example the word “discus-

sion”, “discussing” and “discussed” would be converted in to discuss. Stemming is

largely based on the assumption that retrieving information in text mining involves

creating a query with presenting those incudes all the documents that contain the

words presentation and presented. The advantage of stemming is that it can re-

duce the size of indexing by up to 50% [51]. The preprocessing phase is resulted

in the formation of Unigrams.

3.4 Similarity Approaches

In the literature, state-of-the-art approaches available to calculate the similarity

between objects. We have used two similarity approaches Cosine and Jaccard. We

have applied these approaches on our Gold standard Dataset and calculate result.

These results will be compared to our purposed technique.

3.4.1 Cosine Similarity

Cosine similarity measures the similarity between two products or vectors. It is

used to determine about similarity of two entries. This similarity score range is be-

tween 0 and 1. Cosine similarity is usually used in high-dimension positive spaces

e.g. information retrieval and text mining, each term is theoretically assigned

a different dimension and a document has a vector property where the value of

each dimension is equal the number of times the term appears in the document.

Cosine similarity then provides a useful measure of the likelihood that the two

documents will be similar in the case of his articles [52]. The Cosine Similarity of

two documents (A and B) is:

Similarity(A,B) =
A.B

||A| ∗ |B||
(3.1)
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Cosine Similarity is very popular matching measure that applies to textual docu-

ments such as in multiple information retrieval requests and in clustering [53].

Cosine similarity handles the words rearrangement and other differences in strings

[54, 55]. Therefore we use Cosine similarity to compare the tweets with paper’s

title to compute the relevance. We compute the dot vector of Gold set (Title and

tweets). If both have share many term same then dot product is higher otherwise

low.

Figure 3.3: Dataset with Cosine Similarity
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3.4.2 Jaccard Similarity

Jaccard Similarity also called Jaccard Coefficient. It is statistical model that is

used to understand similarities between two sets. It compares members form two

sets to see that which member is common and which are distinct. Similarity is

calculated between finite sample sets.

The Jaccard Similarity between two documents (A and B) is:

J(A, b) =
A ∩B

A ∪B
(3.2)

Similarity is measured by calculating the intersection of object that is divided by

the union of objects. The range of resulted value is between 0 and 1. It is 1

when both objects are same like A=B and 0 when both objects are disjoint and

completely different otherwise value between 0 and 1 [56].

Figure 3.4: Intersection and union of Jaccard Similarity

We applied Jaccard technique on our Gold set. Jaccard Similarity calculates the

similarity between paper title and tweet. Thousands of tweets are available against

paper’s title. Jaccard Similarity technique gives the relevant tweet of that paper.
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Figure 3.5: Dataset with Jaccard Similarity

3.5 Parameter Extraction

After getting the list of all papers, the next step is to extract information from the

paper profiles for further experiments. We extract paper metadata (title, Author

name), paper category and keywords. After getting all parameters, one by one we
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compare all parameters to tweet to get most relevant tweet related to focus paper.

At the end we selected title of paper for further work. We analyzed that other

parameters like Author name, keywords etc may be same of two or more papers

but title of paper always distinct. So to continue experiments titles are extracted.

In figure 3.6 title are shown

Figure 3.6: Extracted Title

We get tweets from domain experts that are related to papers. In figure 3.7 tweet

is shown

Figure 3.7: Extracted Tweet

3.6 Proposed Technique

The State of art approaches used similarity technique to identify relevant data.

Our work is identifying tweets that are relevant to the research paper. For this

purpose, paper title and tweets are compared using our proposed technique in

which paper title and tweet is matching base on sequence of words. As much as

more they have subsequence, have more similarity. To calculate sequence base

similarity use this formula

R(Pt, Tt) =

∑m
i=1(SL)2

Pw ∗ Tw

+

∑n
j=1(Miw)j

(Pw −
∑m

i=1Wcmsi + Tw −
∑m

i=1Wcmsi)2
(3.3)

where

• R = Relevance
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• Pt = Paper title

• Tt = Tweet title

• SL = Matched Sequence length

• Pw = Length of paper title

• Tw = Length of tweet title

• Miw = Matched individual words

• Wcmsi = Total matched Sequence length

3.6.1 Variations

Here are the some variations for calculating sequence based similarity between

paper title and tweet.

• Full match

• Matched as sub sequences

• Matched as individual words

• Matched as both sub sequences and individual words

Now each scenario has been explained with example of each variation

• Full Match

Figure 3.8: Full Match
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In figure 3.8, all words of tweet and paper title are matched and we get value 1.

=
72

7 + 7
+ 0 = 1

• Matched as Sub Sequences

Figure 3.9: Subsequence Match

In figure 3.9, paper title and tweets words are matched as sub sequence. Two

subsequences are made.

=
22 + 22

7 ∗ 12
+ 0 = 0.04

Take square of both sub-sequences and divided by total words of tweet and title.

There is no single words matched therefore add 0 and calculate the result.

• Matched as individual words

Figure 3.10: Individual words match

In figure 3.10, distinct words are matched between paper title and tweet.

= 0 +
5

(9− 0) ∪ (9− 0))
=

5

(18)2
= 0.015

There is no sub-sequences therefore add 0 and five individual words are matched.
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• Matched with both variation individual and sub sequence

Figure 3.11: Individual and Sub sequence match

In figure 3.11, both variations are fulfilled. Words are matched as subsequence

and individually.

22 + 22

7 ∗ 10
+

2

((7− 4) + (10− 4))2
=

4

70
+

2

(9)2
= 0.024

Figure 3.12: Dataset with proposed formula



Research Methodology 34

In order to evaluate the proposed technique, evaluation measures are used.

3.7 Evaluation Measures

Precision and recall are the measures of understanding the results of the relevance.

Both are important evaluation metrics that are used to evaluate the performance

of different systems like classification or information retrieval [57].

3.7.1 Precision

Precision is defined as the number of relevant documents (items that are retrieved

are useful for the users and fulfill his query) over the number of total retrieved

documents.

Precision =
Relevant retrieved documents

Total retrieved documents
(3.4)

Precision is the ratio of correct results that are divided by the all returned results.

3.7.2 Recall

Recall is the ratio of relevant retrieved documents over the total relevant docu-

ments. Recall measures that a particular query execution system is able to retrieve

the related items that the user is interested in seeing.

Recall =
Relevant retrieveddocuments

Total relevant documents
(3.5)

In the example of search text in the set of documents recall is the fraction of true

results that should be divided by the number of results that should be returned.
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3.7.3 F-measure

F-measure combines the recall and precision, is the harmonic mean of recall and

precision.

F = 2 ∗ Precision ∗Recall

Precision + Recall
(3.6)

F-measure is more useful and best than accuracy, especially if your class divisions

are uneven. It is the measure of the test’s accuracy [58].

All three measures are applied and comparison have been made on returned re-

sults by the proposed approaches Cosine, Jaccard and State-of-the-art approach

of Sharif et al [6].
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Experiments and Results

This chapter provides in depth detail of experimental setup and results achieved

by applying methodology. Moreover, comparison of similarity techniques with

proposed technique is presented in the chapter.

4.1 Dataset Collection

Dataset used in experiments contain tweets and paper’s metadata. The dataset

has been acquired Sharif et al (Sharif et al, 2015). There was no benchmark

available for testing or evaluation of techniques. Gold set was created through

ACM classification system by extracting the topics. Different domain experts

were available. 60 domain experts were selected who published their papers in

relevant research topic. Five research papers were taken form domain experts and

requested to provide ten related tweets according to paper metadata. So total

Gold set contained 220 research papers and 2957 tweets.

Table 4.1: JUCS Dataset Records

Research Papers 221

Tweets 2957

36
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4.2 Metadata Extraction

The next step was extraction of metadata from the available dataset. Available

dataset contains paper metadata (Title, Author, keywords and Category). We use

only paper Title for execution of our experiments. This process is done manually.

220 paper’s titles have been extracted and save in separate column. Title is distinct

item of research papers therefore used for comparison with tweets to get relevant

tweet for knowledge discovery.

4.3 Preprocessing

It plays an important role for achieving good results. In this stage all noise is

removed. All features needed to be clean. Following are points that are used in

preprocessing.

4.3.1 Tokenization

We tokenized the tweets and paper’s title. String Tokenizer Class is used to make

tokens of given data. Tokenization has converted all strings into tokens (single

words). Here is an example of tokenization in which made tokens of one paper

title.

Figure 4.1: Paper’s Title convert in tokens
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Same in the case of tweets, all tweets are converted in tokens. These tokens are

added in list and apply stop words and stemming on this list.

4.3.2 Stop Words Remover

Stop words removed from the dataset on the base of standard list of rainbow

Statistical text3. Before stop words removing, dataset was the large size but af-

terwards the size of dataset decreased. There are only meaningful token are left.

In this process, all the words are initializing in array string then we have sorted

them in ascending order for making them ready for efficient comparison.

Figure 4.2: Stop words removal

4.3.3 Stemming

In this process, stemming is performed on the dataset which convert the words to

their root form. Snowball stemmer is used [51] .Snowball is a language of string

processing that is designed for the creating stemming algorithms for information

3Gist.github.com
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retrieval. It decreases the dictionary size. After performing the preprocessing

steps, clean and reduced data is available for further processing.

4.4 Similarities Techniques

Cosine and Jaccard are two similarity techniques that are used to calculate the

similarity score between papers’ Title and tweets and determine how much tweets

are relevant to paper.

4.4.1 Cosine Similarity

Cosine Similarity is working on the vector space model. We made vector of each

string (paper’s title and tweets). TF.IDF vector is used to calculate the term

frequencies and inverse document frequencies. Term frequency is calculated for

each token that is available in the string. Afterwards, Cosine measure was used

to calculate the similarity. We have 220 research papers and 2957 tweets. Cosine

similarity is calculated against on 220x2957=650,540 rows of dataset. Retrieval

result assigns a value to tweets that show which tweets are most relevant to paper.

These resulted tweets are matched against the Gold Standard Dataset to check

the performance of technique.

Figure 4.3: Relevant tweets shows on the top
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This is the example of one paper’s title. When applied Cosine similarity on the

dataset most relevant tweets comes on top.

We calculated results on Gold standard dataset with benchmark dataset top 3%

selected for calculation of precision, recall and f-measure. The details of the eval-

uation are shown in the figure 4.4. Cosine similarity was able to bring most of

the relevant tweets but the retrieved results contained some noise as well therefore

precision is not very high but recall is significant. This is what cosine similarity is

known for other domains like search engine retrieved results. The recall of cosine

is better than the precision is not good.

Figure 4.4: Cosine Similarity

4.4.2 Jaccard Similarity

Jaccard similarity contains two sets union and intersection. We build two func-

tions for calculating intersection and union of given dataset. Jaccard Similarity

calculated the score between paper title and tweets. And ranked tweets accord-

ing to Similarity. Output file is compared to benchmark dataset. And results

are shown in figure 4.5. The recall of Jaccard similarity is high than precision.

Therefor it retrieved relevant results but irrelevant results also retrieved. Its mean
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retrieved results of Jaccard similarity contained some noise.

Figure 4.5: Jaccard Similarity

4.4.3 Proposed Technique

In our proposed technique, we compare paper title with tweets based on sub se-

quences. One or many sub-sequences can be present in the title string. If tweet

has many sub-sequences according to paper title then those tweets are ranked high

and considered most relevant to paper title.

Figure 4.6: Proposed formula
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4.5 Evaluation

The formula of Precision, Recall and F-measure is used for evaluate the techniques.

Cosine, Jaccard and proposed formula based on sub-sequences are using to calcu-

late relevance between paper title and tweets. The reason of using these techniques

is because of their high usage in literature to calculate similarity between source

and target content. The result of top 3 is reported in this section. Evaluation is

done by answering the following question.

RQ1: What is the best approach to find out the relevance between Paper’s title

and tweet?

In figure 4.7, 4.8 and 4.9 shown the performance of approaches using the evolution

measure.

Figure 4.7: Precision of all techniques

Figure 4.8: Recall of all techniques
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Figure 4.9: F-measure of all techniques

Precision, recall and f-measure is calculated of all techniques. As figure 4.7 shown

precision values of all approaches. The value of Cosine similarity is 0.11, Jaccard

is 0.16 and proposed approach is 0.47. Our proposed technique has high preci-

sion value means better than state-of-the-art-approaches. As the precision of the

proposed approach is higher than the state-of-the-art approaches, therefore, this

approach is best suited in the situation when one needs more relevant results in

the retrieved results.

As figure 4.8 shown the Recall value of all techniques where recall value of the

Proposed is 0.61. The recall value of cosine technique and jaccard are 0.78 and

0.75 respectively. The Cosine has high recall value as compared to both Jaccard

and the proposed formula. Its mean Cosine similarity returns more relevant results

but also introduce more noise as compared to the proposed approach.

As figure 4.9 shown the E-measure values that is harmonic mean of precision and

recall. F-measure shows the combined value of precision and recall. F-measure is

not biased to any high value from precision or recall. Therefore, the F-measure is

considered more reliable to measure the effectiveness of both precision and recall.

The F-measure cannot be high if one of the values from precision or recall is high

and the second value is low. The F-measure of the proposed approach is better

than both cosine and jaccard. This means the proposed approach has improve

significant precision and the recall difference with other approaches is negligible.



Experiments and Results 44

RQ2: What will be the effect if we compute relevance between paper title and

tweets based on sub-sequences by incorporating the dissimilarity score?

As we discussed above if we compute relevance base on sub-sequences and by

incorporating the dissimilarity, then it returned more relevant results. The score of

precision significantly improved while recall in comparisons with other approaches

reduced a little bit. However, overall, the proposed approach has outperformed in

terms of F-measure.

4.6 Comparison

In this section comparison are performed with Sharif et al [6]. They have proposed

technique in which they performed lexical matching to recommend relevant tweet

on current learning topic. They work on the same Gold standard dataset. They

analyzed tweets against extended key terms. But they did not use similarity, dis-

similarity and sub-sequences to calculate the relevance between paper and tweet.

They used different metadata features (keywords, Category and Title) in their

work. But title has high precision and recall than other features.

Figure 4.10: comparisons between techniques
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Figure 4.11: comparisons between techniques

As shown in figure 4.10, the precision value of Sharif’s technique was 0.028 and

recall is 0.67.

The precision of our proposed technique remained is 0.47 and recall remained 0.61.

Therefore the proposed technique has performed better in term of precision and

both techniques are performed approximately equally in term of recall.



Chapter 5

Conclusion and Future Work

5.1 Conclusion

Recent and classical papers have been critically reviewed in this thesis about E-

Learning and their recommender system that identify the similar content. Recom-

mender systems are helpful to E-Learnes to get relevant resources. In state of the

art research, books and research papers are widely used as recommendation con-

tent. However social media has been little exploited for relevant recommendation

to e learners. Therefore, we use twitter based identification in E-Learning system.

Twitter is a micro blogging service. Literature review has shown that twitter has

a great impact on education. Literature review concluded that there is a research

gap to utilize twitter in E-Learning. To fulfill this gap we have worked on this

area and use Sharif et al Gold standard dataset that contain 220 research papers

and 2957 tweets. The aim of this research is to retrieve tweets that are relevant to

paper titles. We have proposed innovative formula that calculates the Similarity,

Dis-similarity and sub-sequence based similarity between paper and tweets.

The thesis highlights the strength and limitation of approaches (Cosine, Jaccard,

proposed formula, and Sharif et al). The proposed formula has outperformed

by gaining F-measure is 0.53 as compared to F-measure of Cosine is 0.19 and

Jaccard is 0.26 respectively furthermore the precision of the proposed approach

46
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is higher. This formula can be used where quality recommendations are required.

However the recall of the proposed formula is slightly low but this difference is not

significant.

5.2 Future Work

In this thesis, we have used the Gold standard dataset from one domain that is

computer science. Therefore one future direction could be to use the dataset of

diversified domains like Mathematics, Bioinformatics, and Physics etc. We used

only one best performing metadata that is title for identifying relevant tweets

for research papers. Therefore one possible direction could be to explore the

combination of different metadata elements.
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